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from Old High German to New High German. Using th@mple of the evolution of
German past tenses, we show how a variety of caésgoanging from low to high
complexity interact with the choice between competinguistic variants. To adequately
explore the influence of these categories, we usaléi-layer corpus architecture that
develops together with our study. We show that mbination of quantitative and
qualitative analyses can recognize relevant con#xtactors, which feed into the
addition of new annotation layers applying to theme data. By making our
categorizations explicit as corpus annotations@urddata available to other researchers,
we promote an open, extensible and transparent wbdesearch, where both raw data
and the inferential process are exposed to otlsearehers.
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1. INTRODUCTION:

Historical linguistics necessarily relies on corpieta and thus it is no wonder that
historical linguists were among the first to disepthe usefulness of electronic corpora
(e.g. arguably the first electronic corpus, Rob&tiza’s Index Thomisticus of the works
of Thomas Aquinas, see McEnery & Wilson 2001, 2D-Zdday there are many very
large and tremendously useful electronic corporamainy historical languages and
language stages (e.g. for English the Helsinki Gerkytd 1991 and the Penn-Helsinki
Parsed Corpus of Early Modern English, Kroch e2@04, the Tatian corpus of Old High
German in Petrova et al. 2009, or the corpora & ¢bmprehensive Perseus Digital
Library for Classics, Crane 1998, to name but a)fewistorical corpora serve many
purposes — among them preserving and sharing lai@taéstotherwise difficult to study or
making data accessible in formats that allow neseaech questions (for example by
combining qualitative and quantitative data in iesting ways or linking geographic or
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other resources to textual data). In this papefogas on one small aspect of working
with historical corpora — the use of corpora fargliistic research. Linguistic research
necessarily depends on the interpretation andifitag®on of the data: Linguists usually
do not want to speak about single occurrencesvadrd or phrase but to generalize over
several occurrences of whatever they study in otdedevelop and test models and
theories. Typically such linguistic classes arerfean, parts-of-speech, or sentence types.
Historical data is even more difficult to classtfyan modern data. For many historical
texts (if they are for example written in scriptontinua) even the division into word
forms is an interpretation. The interpretation das coded along with the data as
annotation. The explicit and available coding oh@tations with the data allows other
researchers to understand and follow an analysisul® become reproducible — a huge
step forward from the sometimes unclear and ‘pevamnalysis of many historical
studies. Many available historical corpora are, &osv, not annotated at all, while others
come with a very specific, closed set of linguistimotation layers. Sometimes they use
a proprietary search tool and sometimes the datetisavailable for manipulation by
researchers (often it can only be accessed thraugWeb interface and not be
downloaded). This situation is problematic for saveeasons.

Historical corpora that cannot be modified by tesearcher are problematic for different
reasons, e.g.:

(a) There are no linguistic classifications that sinared by all linguists. Thus, the
next researcher might want to classify the same tfpnformation (e.g. parts of speech
or sentence types or even tokens) in a differegt wa

(b) In the course of a study it is often necessamssume classifications or
annotation layers that are specific to one reseguelstion and not annotated in the given
corpus.

(c) The researcher wants to compare the corpusnat Wwith another corpus that has
different annotation layers and wants to add thE@mriate layer for comparison.

This is true for both qualitative and quantitatstadies, since quantities necessarily
rely on underlying categorizations (see Biber &e®A009 for a discussion of different
types of quantitative studies). In each case whrigting annotations reach their limit,
the researcher is forced to perform the analygiarsgely, away from the corpus. This
means that the analysis is not available for fursihedy and that the results of the study
are not reproducible.

If a researcher wants to add annotation layershbeaiseds (a) full access to the data
in a well-described, standardized format and (lflexible corpus architecture that can
handle the addition of annotation layers, as wel{@, a powerful search tool to query
these layers in conjunction. There is currenthftaaw which can handle all possible types
of annotation (token-based annotation, spans,,tpeasters), and even if there were such
a generic tool many researchers would still predause a specific annotation tool which
is optimized for their type of annotation and ttiety feel comfortable with. In this paper,
we take the approach that corpus annotations shreultbth dedicated and extensible, by
adding and merging data from different annotatmuig as it becomes necessary. To this
end we present state-of-the-art techniques sucimeta-model based conversion of
annotation formats into a common standard usingS#ileNPepper converter framework
(Romary & Zipser 2010) and PAULA stand-off XML (Oipr 2005), and equally
complex search facilities using ANNIS2, a flexibteowser based search tool for
complex annotation graphs representing differegpé¢syof annotation. We use these tools
to build, query and extend an example corpus frdfarént periods of German language
which we will use to investigate the developmentGafrman past tense forms. Before
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presenting the technical aspects of our methodoldwy following section sketches out
the linguistic research question our study will mdd, followed by an introduction of the
corpus. Subsequent sections will present the cogpokitecture and the search tool
ANNIS, and finally we will show in several stepsvihthe addition of annotation layers —
necessitated by different aspects of the reseauelstipn — is carried out and used to
enrich both our results and the corpus itself.

2. RESEARCH QUESTION AND BACKGROUND

To illustrate our approach to the issues abovewileuse an example of language

change that can be better understood if we loodeaeral linguistic layers at the same
time. The development and competition of Germant pemses has syntactic,

morphological, semantic, and pragmatic aspects, dlutof these are a matter of

interpretation. Only if we code our interpretatidinectly in the corpus — as annotations —
will our results be transparent and reproducible.

Modern German (MG) has, according to most grammargptal of six tenses
(compare e.g. Helbig & Buscha 2001, 25ff). Here want to concentrate on the
development of the most common past tense consingctthe preterit and the perfect
(for this example study we will ignore the ratheanginal German pluperfect). We are
interested in both how they have evolved from thdiest documented stages of German
language (Old High German, OHG) to Modern Germawl, @hat factors determine the
use of one of the two tenses in a given contex given time. The German preterit is
formally similar to the English simple past tensel ¢ghe perfect is formally similar to the
English present perfect — but while in English thections of past simple and present
perfect are clearly different, in MG they can bedignterchangeably in many contexts
and it seems that the perfect is ‘taking over’gteze of the preterit in current usage. The
preterit is formed synthetically (1), while the femt is analytic, with two different
auxiliaries (in (2a) the auxiliarihpaben‘to have’ and in (2b) the auxiliargein ‘to be’).
Simplifying somewhat, the choice of perfect auxilianainly depends on the transitivity
of the verb; transitive verbs takaben intransitive verbs taksein

(1) Ich arbeitete.
|  worked
“l worked”
(2a)Ich habe gearbeitet.
| have worked
“l worked”
(2b) Ich bin gestolpert.
| am stumbled
“l stumbled”

MG has developed from Old High German, which derifrem Proto-Germanic, across
two intermediate periods (according to the trad@iodivision promoted by Wilhelm

Scherer in the I®century), which are referred to as Middle High @an (MHG) and

Early New High German (ENHG). In the early stagé©blG only synthetic tenses are
attested, which means only one past tense existibe preterit. However the analytic
perfect tense developed already within the OHGaogeand has coexisted with the
synthetic preterit since that time as a competimgawnt (for the developmental process of
the perfect tense in OHG, see Grgnvik 1986). Soutkoas point out that the perfect
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tense emerges “at the expense” of the preterietécmmpare e.g. Reichmann & Wegera
1993, 385, or Nibling 2006, 247), which implies@nplex development in which the
perfect steadily increases its ground, while pietese constantly decreases. The first
perfect constructions in OHG only occur with traiwsi verbs and with the auxiliary
haben‘to have’, but in MHG the perfect tense also ocaowith intransitive verbs and the
auxiliary verbsein‘to be’, which is still the case in MG. In OHG thexiliary habenhas

a varianteigan‘to have, own’ which disappears in that period.

At least since MHG times there have thus been ®wsd forms that can be used
primarily to refer to past eveni®otwithstanding the aforementioned pluperfect or
oblique ways of referring to the past, e.g. naveafiresent), and the question is how these
two forms are distributed. It has long been debatbdther the distribution is really a
semantic one and the readings can be distinguiabpectually. We will return to this
hypothesis in Section 5.2. However it seems cleat &n aspectual difference cannot
explain the newer data, since in many contextstwhte past tense variants can be used
interchangeably in MG. Most standard grammars cldiat the choice between them is
guided by ‘formality’ or ‘register’ (e.g. Helbig &8uscha 2001, 129ff) — the preterit is
said to be used in written, formal texts, while grefect is used in speech or informal
contexts. This means that in MG the use of the tewses is almost never conditioned
grammatically but depends on pragmatic or everaeeixtual factors.

The development of German temporal categories béscourse, been widely
researched in previous work (compare e.g. Hilped82for the development of Germanic
future constructions, and the various studies omf@a past tense constructions referred
to in this paper). The different approaches rangenfpurely theoretical to mainly
empirical work. A noteworthy study using historicabrpus data to test different
hypotheses of how the German perfect tense hadapedk from the 1% to the 16
century is Dentler (1997). The data reported oDentler’s paper, however, as well as all
other contributions involving empirical corpus datad statistics, are not accessible.
Previous research results are therefore not eesilgoducible, except by collecting the
same sources again, repeating the analysis andimguinom scratch, which would
inevitably lead to slightly different results (seneve do not know how each and every
case of the relevant variables was classified iohestudy). We are not aware of
quantitative studies of German past tenses thateles#ronic corpora and provide the
analyzed data. We therefore feel that is importaninake our analysis as explicit as
possible, even where it matches analyses fountutfies predating open-access, multi-
layer electronic corpora.

In order to make statements about linguistic phesrmamin the different German
language stages, we need comparable historicabi@rpom the respective language
stages OHG, MHG, and ENHG, which we can contrath wach other (or with modern
data). To perform a reliable, reproducible quatititaanalysis we must code relevant
linguistic information in annotations within theserpora. The phenomenon we want to
discuss has to be described with lexical (e.g. lauyi form), morphological (e.g.
inflectional status of auxiliaries and preterit ploology), syntactic (e.g. analytic verb

1 We use the term here to refer to grammatical aspect the way of ‘viewing the internal temporal
constituency of a situation’ (Comrie 1976, 3), andparticular whether the action of a verb is edags
completed (‘perfective’) or not. The aspectual iegdf the tense opposition in Old German wouldsimilar
to the English distinction between past tense amtept tenses, see e.g. Leiss 1992, 23ff.
Another semantic question — whether the periplrastifect tense form has to be analyzed compoaition
or non-compositionally (e.g. Musan 2002, 21ff) H wot be discussed in this article.
ACM Journal of Computing and Cultural Heritage
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constructions), and even textual linguistic or pnagjic (e.g. contextual factors for tenses)
features. The next section gives an overview ofcimpus architecture we use to code
these features, followed by a description of thgpora used in this study.

3. TAKING A CLOSER LOOK WITH ANNIS

With the interest in more complex phenomena, thedrfer similarly complex, richly
annotated data arises. This desired richness iesluabt only simple annotations of
individual words, like the part-of-speech infornaati which have been around in
electronic corpora for many years, but also syitaaalyses, discourse structural data
and a potentially limitless variety of additionahduistic features, possibly specially
defined for the research question at hand. Suaxtmsible collection of annotations not
only allows access to frequencies and detailedimftion about elements and structures
that are present, it further offers a deeper cohgnsion of absent phenomena and their
possible substitutes, since it is easier to sefoctan explicit annotation than for the
absence of some phenomenon. Therefore, multi-ldyeheterogeneous annotation
proves to be a powerful ally in the study of lingjid variation, e.g. the choice between
competing tenses.

Ideally, a multi-layer architecture should allowea@pus to grow dynamically with the
needs of its users. Different layers of annotattan be developed collaboratively by
different researchers with different expertise amegrated into a common multi-layer
resource. In order to realize such a flexible dedhure we require a facility for altering
and extending annotation without disrupting exigtitata structures. A traditional corpus
architecture which adds annotations in-line, i.eeraeach word or using XML tags
around word forms in a single XML file, makes thifficult, since files cannot be edited
easily while hiding already existent annotationsl aurrent format structures may be
easily disrupted. To circumvent this problem, tbaaept of stand-off XML (Carletta et
al. 2003) has been developed, wherein differenbttion levels can be kept in separate
XML files pointing at the unaltered raw data. Thigans that annotation layers which
point at data externally can be added and remowitdout disturbing other annotations.
It is even possible to add several versions oftmae type of annotation (e.g. competing
syntactic analyses), or structures whose hierasatoaflict, which would be impossible
in standard in-line XML. In our case, we use thendtoff format PAULA XML, which
is generic and extensible to arbitrary novel antmra (see Dipper 2005 for more
details).

Though stand-off XML is a useful tool for represagtdifferent layers of annotation,
dedicated annotation tools that are comfortableveok with generally use their own
format, typically a form of in-line XML. For examgl spans of text can be annotated
using the tool EXMARaLDA (Schmidt 2004) and savedEXMARaLDA XML, but this
format is unsuitable for the representation of ayntrees, which can be stored in a
different format, e.g. Tiger XML (Lezius et al. 2Z2)0 At the same time, we wish to work
with the different layers simultaneously, for exaepy running queries which examine
correspondences between multiple layers. For #dasan, we must use a common meta-
model capable of representing all of our data aeoithis is realized using the converter
framework SaltNPepper (Zipser & Romary 2010 ands&ip2009), which makes it
possible to integrate new import modules which gaére new formats as they become
necessary (that is, once we desire a new typeraftation for our data which requires a
new annotation tool). Data from different sourcas then be merged in the common
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meta-model to allow concurrent queries based on tipll annotation layers
simultaneously.

In order to search through our data in this way,use ANNIS (Zeldes et al. 2009,
http://www.sfb632.uni-potsdam.de/d1/anjpisa flexible web-based corpus architecture
that allows users to query and visualize deeplystaird data. ANNIS supports search
and visualization of annotations applying to tokesigans of tokens, and generalized
directed acyclic graphs (DAGs) with labeled edgascl as syntax trees), as well as
arbitrary pointing relations between nodes in th@b, and metadata. Using the query
language AQL (ANNIS Query Language), it is possitdeaddress multiple layers of
annotation in a wide variety of constellations afagh-topological relations (e.g.
annotations encompassing, overlapping or dominatiegsame text, one another etc.,
starting and ending at certain points, or connebteldbeled edges).

AMMIS®* Tutorial  DeutschDiachronDigital

Search Form Search Result - lemma="eigan" (3, 1)
AnnisgL; lemrma="gigan" Page 1 lof1 - Token Annotations = Show Citation URL

i Sohuerso gahlosiu onm iyl
m Sy Mase Pos Ace.PLNeut St Ace PIN Prest

M

= tiger

Query Builder: Shaow ==
Result: 2
Mure Corpora SB HD
| @ | 1

Narne = Texts Tokens - ol ol
J| DDBAHD 20 2646 i (NP)

DDBE.FNHD 5 2674 i NIK NIK
[] DDBMHD 4 2780 Sohuerso  gahlosiu  orvn  eigi  gahore

= exmaralda

Select Displayed Annatation Levels =

Latin Qui habet aures (audiendi), audiat. f
Search Export bib Hench/16/M-xr8
edition| Solhuuer|so | aal=hlosiufe | ornje | eigil~ | gaharef®
Context Left; 3 o lang Ahd
Context Right: 1 = lemma| sowerso | Qilos | ora | eigan | gihoren
tok Sohuerso gahlosiu oren eigl gahare
Results per page: 10 v
& paula
& paula text

Show Result

Fig. 1: The ANNIS user interface. Left: selectiohcorpora (OHG corpus selected) and search formhtRi
display of results, with a syntax tree and gridjpdin annotations expanded for one search resDK(®.

Using multiple annotation layers at once, we canefcample take a closer look at the
lexical environments in which different tenses iR® appear while searching for the
different types of phrases or sentences in whidy thre embedded according to the
annotated syntactic structure. If we want to sepatgpes of results in a query which
cannot be defined by our current annotation, we tteam expand our corpus with
additional layers describing these types using @rapriate dedicated annotation tool,
and the new annotation(s) will be merged with éxgstdata in the multi-layer
architecture (see section 5.2). Once suitable atioatlevels are made available and
queries for relevant structures have been formdjagearch results can be exported for
inspection, and annotation features of interestatam be exported in a tabular format for
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quantitative evaluation (e.g. in the Attribute Riela File Format (ARFF) used in the
machine learning tool WEKA, Witten & Frank 2005)né&lly, interesting queries can be
referenced using deep links, which may be citedpiublications to make data
reproducible and examinable for other researchsees éxamples below).

With this methodology at hand, we now return to msearch question. How can we
collect data for a quantitative study of the diaxtic development of German past
tenses? What kind of annotation scheme is suitilehis study? And how can our
results enrich the corpus to allow even more atewrgplanations of the phenomena we
find?

4. CORPUS BASED APPROACH AND CORPUS DATA
In order to trace the development of German pasteteconstructions empirically we
require a suitable comparable corpus, as descabede. For this purpose we must make
sure not only that our initial annotations refleategories which have been considered
relevant in previous work, but also that the antimtascheme is comparable between
language stages. Only by making sure we are caufitie same thing’ in each case can
we make qualified assumptions that either confirmeéute traditional accounts. In a first
step, we will want to confirm the assumed distridutfamiliar from older work: the
perfect should appear in MHG and gradually gairugcb In a second step, we will want
to test in how far the distribution of preterit aperfect constructions in our data
correlates with certain aspectual and pragmatiofac

In this example study we will use three very smalit deeply annotated comparable
corpora for OHG, MHG, and ENHG, which form tl¥B Treebank(Hirschmann &
Linde 2011). The small size of these corpora isaufrse not ideal for quantitative work,
but it makes it possible to develop a dynamic asiat scheme that can easily be
extended: ideas can be tested using careful mamnatation and any design decisions
can be adapted and carried over to the other lgmystages with relative ease. If an
annotation scheme proves its worth, a larger cogausthen be modeled on the initial
sample. Needless to say, results based directthisrcorpus thus have a very restricted
scope and should only be taken to illustrate pésgiirections, and more importantly
some methodological points of corpus design. Thestee have chosen to annotate are
divided into the following subcorpora:

a) Subcorpus Old High German, consisting of a parthef Monsee Fragments
(written end of the 8 century), which contain the Gospel of Matthew,dshen
an edition by George Allison Hench (1890). The supus consists of 2846
tokens.

b) Subcorpus Middle High German, consisting of a abiten of Middle High
German sermons, called Specculum ecclesiae (wettehof the 12 century),
based on an edition by Gert Mellenbourn (1944). $hbcorpus consists of
2760 tokens.

c) Subcorpus Early New High German, consisting of ams@ by the preacher
Veit Nuber (written 1544), called “Ein kurtze unihfeltige unterweisung zum
sterben nutzlich und heilsam den krancken furzeha#tin irem letzten/aus der
heiligen schriften zusamen gelesen”, extracted frothe Bonner
Frihneuhochdeutschkorpus (Diel et al. 2002). THeasgpus consists of 2674
tokens.
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Each subcorpus was initially annotated with whatoeesidered to be minimal syntactic
and morphological annotations: normalized lemmé&tra (unified across spelling

variants in each period) part-of-speech, infle@lomorphology, phrase structure,
grammatical functions, and the bibliographical seur (position in the

manuscript/edition). The corpus and all subsequemtotations described below are
available ahttp://korpling.german.hu-berlin.de/ddd/search.html

5. EXAMINING THE DATA: AN EVOLVING CORPUS STUDY

In this section we will study the development ofr@an past tenses using the DDB and
an incremental approach to multi-layer annotati®action 5.1 is concerned with the
quantitative change patterns of the two tense foidese we show that we need the
syntactic annotation layer (a graph) as well ast-plspeech and morphological
annotation layers and lemmatization (token and gpenotations) in order to identify the
constructions we are interested in. These annotédigers are not specific to the present
study but can be used for many other researchigoesincreasing the long-term utility
of the corpus beyond this study. In Section 5.2aé& at context variables that influence
the choice of each form. We show that it is neagsgaadd annotation layers that are
specific to our given research question to the ngeeeral annotation scheme of the
corpus. This requires use of specialized annotatmwls in conjunction with the
SaltNPepper framework and the ANNIS search arctitec

5.1 PRETERIT VERSUS PERFECT IN OHG, MHD, AND ENHG
We begin by finding preterit and perfect forms ur gubcorpora, in order to find out
whether the assumptions stated in Section 2 — dugfancrease of the perfect and a
decrease of the preterit — are borne out in oua.dBlite annotations for the synthetic
preterit forms can be assigned directly to a tollea:annotation scheme for inflectional
morphology specifies tense, mood etc. for each,\altawing us to find all non-auxiliary
preterital verbs (for the auxiliary verbs we musehsider that they may themselves be
part of an analytic construction, though thereafreourse preterital cases of ‘have’ and
‘be’ in the strong sense). We therefore need plaspeech annotation and the assignment
of inflectional morphology so that we can searcticial verbs in the past tense indicative
mood.

The analytic perfect forms can only be found rdjialising the syntactic annotation.
It is not possible to do this based on morpholddgmans alone because there are similar
forms with different functions. Consider example3a-€) from Modern German
(comparable problems arise in the older languagges). All three examples in (3)
contain a finite auxiliary and a participle. Onlyaj is a perfect. (3b) is a statal passive
and (3c) is a predicative construction.

(3a) Wir sind gekommen.
we are come
-We have come.”

(3b) Wir sind geheilt.(statal passive)
we are cured
“We are cured.”

(3¢) Wir sind verloren(predicative)
we are lost
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“We are lost.”

A purely form-based search or a search for padpefech categories in combination with
morphological information will therefore lead to myafalse positived. The underlying
structures in (3) do however lead to different agtit analyses, which are expressed by
different structures in our annotation scheme. Wyatactic and morphological
annotations are closely related to the Tiger artimot@acheme (Albert et al. 2003) and the
Tiger morphology scheme (Crysmann et al. 2005)hef Tiger treebank (Brants et al.
2002). The necessary query must thus cover sexenaltation layers.

Figure 2 shows a query for perfect tenses involtiregauxiliaryhabenin MHG and
how the annotations are visualized in ANNIS.

ANNISE= Tutorial DeutschDiachronDigital
Search Form Search Result - cat="5" & tok & lemma="haben" & pos="VAFIN" & pos="V¥PP" & #1
AnnisCL ;[atz"B" & tok B lemma="haben" ;I Fage 1om = Token Annotations = Show Citation URL
8 pos="vAFIN" & |
morph=/.*Pres.Ind/ & als iu der heilige Kiist bilde hat gegeben .
pos="/VPP" & #1 > #2 & #2 Mase Fosh sk Hom. 5 Pl 38a Lr: Ind Psp -
e #3738 #£2 . #48 #2 = b VAFIN VRPT §
#58 #1 = #g| i
Query Builder: Shawy ==
Result: 10 T 1
og HDH
NP—— .
Maore Corpora
OA HD
[l Name = Texts Tokens
[l DDBAHD 20 2846 NK HiC K
DDB.FMNHD L} 2674 i
- ! als iu der beilige Krist bilde [gEW
¥/ DDBE.MHD 4 2780 i
- = exmaralda
Select Displayed Annotation Levels ™
bib Mellbourn, 19/47,31
editon| all [ 1 [ der [ helige [ kit [ bide | hat | gegeben
lang mhd
lemmal| alsé | Br | der | heilec | Christ ‘ hilde ‘ haben | geben
Search Export tok als i der heilige Krist hilde hat gegehen

Fig. 2: Example for the visualization of a MHG cdaumatching a complex search query (a query fdeger
clauses with the auxiliarigabenin the MHG subcorpus: a clause should contairkartavhich has the lemma
habenand which at the same time is an auxiliary verindicative present; the same clause should cortain
past participle main verb). The screenshot showss#arch query (top left), the number of hits far guery
(below), the selected corpus (below), and one nragatiause with various annotations.

The result of each search is given in Table 1. Befooking at the numbers we must
make two important methodological points about Itlase of normalization and query
formulation. Very often corpus counts are normalipern tokens (this can be calculated
without additional annotations). Token-based noiratibn is, however, often not
appropriate (see Lideling et al. to appear). lhaable can be expressed only once per,
say, noun phrase (like the form of the determir@r)clause (like finite verbs) the
normalization base needs to be the noun phraskase; respectively. This requires the
appropriate annotations to be available in the ugrgven if they are not directly the
subject of our search. The normalization base rbesimade explicit and motivated

3 Another problem is that orthographic forms in ol@rman periods vary significantly so that seardbes
word forms are difficult. For this reason we origlig added an annotation layer with orthographyjcall
normalized lemmas, allowing an easier search failiaty verbs regardless of orthography. It is afsssible
to normalize lemmas across time periods using higremas, i.e. an annotation unifying the OHG wedsan
‘to be’ with its MHG or ENHG counterpart$n andseinrespectively. In our study the variants were sotfeat
we searched for the different normalized lemmateats
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together with the counts — in this case we norrmeafier clause, since each clause can
have its own tense (but not each token).

The second point, query formulation, may seem alszicche way a query is
formulated influences results. In many cases tlageeseveral ways of formulating the
query and sometimes there is a trade-off betweeallrand precision. In this case, we
aim for high precision by defining perfect constioes as combining a specific auxiliary
head (a finite, indicative, present tense auxiliaeyb) with a past participle main verb,
but we might lower recall by missing e.g. ellipticases which do not contain both
elements but still could be considered perfect tangons (trying to find these using a
simple query will inevitably lead to false posithje At this juncture we must decide if
these cases are important enough to merit additam#otation (see the next section) or
not. In this case we ignore such unclear casesttigubnly way to ensure a transparent
study is to make our assumptions explicit. We tfegeegive all queries in the appendix
together with embedded links to the search in ANNm$aking our results easily
reproducible.

language frequency of preterif frequency of perfect frequency of perfect

stage constructions constructions constructions
involving haben or | involving  wesan,
eigan sin,or sein

OHG 36.1 (203) 0 (0 0 (0

MHG 28.3 (80) 3.5 (10) 1.1 (3)

ENHG 2.4 (7) 15.6 (45) 3.5 (10)

Tab. 1: Normalized frequencies of preterit indigatconstructions, perfect constructions involving temmasabenor eigan
‘to have’, and perfect constructions involving teenmaswesan, sinor sein‘to be’ in OHG, MHD, and ENHG (occurrences
per 100 clauses; absolute frequencies in brackets).

As Table 1 shows, our expectations for relatives¢efiequencies are borne out: Preterit
forms decrease significantly between OHG and ENtifile both perfect constructions
increase significantly.

100%r
90%-
80%
70%r
60%-
50%
40%:-
30%
20%
10%-

0%-

O Perfectsein
m Perfecthaben
g Preterit

OHG

MHG ENHG

Fig. 3: Distributions of the three different p&atse constructions in OHG, MHG and ENHG
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Figure 3 — which shows the same data proportionailjustrates that using corpus data
we can see more than the general tendency: Wehwmamow muchmore pronounced
change is in each developmental stage (it wouldhditer to have more data points, of
course, annotated in the same scheme): While Hrer@o attested perfect constructions
in the 8 century, 400 years later (in MHG times) both perfsonstructions that Modern
German has today exist, but they are very rareuindata (only about 10% of all past
tense constructions). In the ENHG text this rattween preterit and perfect is almost
reversed (only about 15% of all past tense constme are realized in the preterit). This
dramatic change occurs in a period that is actugtliyrter than the first periddSince
then the rate of change has slowed down — Moderm@&estill uses the preterit.

The results lead to further questions: Why areqmtrfonstructions in the MHG text
present, but used very rarely? If they are usedsaly they can generally be considered
highly marked. What licenses these marked consng? In which contexts do they
occur? We know that in Modern German perfect anetepit use is at least partly
dependent on register, but is this already the icebtHG and ENHG?

5.2 A CLOSER LOOK AT CONTEXTUAL FACTORS

We have seen that for linguistic research it isegeary to annotate the data in question
on several levels. We have also seen that we nifededt data formats (token-based

annotation, syntax trees etc.) which can only bealiined and searched in a suitable
format (see above). The annotation layers we tadimmiit so far (part-of-speech, lemma,
morphological analysis, syntax) are not unusaald can be used for many studies. In
those layers every token is annotated. To answevéy specific research questions
formulated at the end of the previous subsectiois, mecessary to add annotation layers
that are tailored to these questions and only pettesome of the tokens or clauses.

In order to illustrate this we test two hypotheabsut the distribution of perfect and
preterit verbs in our data. The first hypothesithat the perfect is used in communicative
contexts and the preterit is preferred in narrativatexts (see also Dentler 1997, 58ff).
This corresponds to the observation in Sectiona? ith Modern German the perfect is
used in spoken/informal contexts and the preteritmiore typical to written/formal
contexts. Since the MHG and ENHG texts are sermitiey, contain sections in which
the speaker directly addresses or includes theenaodiand other sections where he
narrates or comments on biblical stories. In otdetest the hypothesis we export the
syntactically annotated data using the SaltNPegpemework to the span based
EXMARaLDA format, so that each clause in each teximarked as a flat span for
annotation. SaltNPepper necessarily loses infoonatin the process, since
EXMARaLDA XML cannot express the hierarchical oriderof constituents inherent in
the syntactic annotation; however, that hierarchgsdnot interest us for the present
purpose (but needless to say, the original symtatdiuse annotation remains untouched).
While not suitable for syntactic annotation, theNEXRaLDA tool is very convenient for
discourse annotations, i.e. annotating spans df dexhaving certain properties. We
therefore annotate the exported text with an aalthdi layer ‘context’, merge it back with

4 Similar rates of change (logistic curves) have alttbeen observed for many linguistic phenomeea,esg.
Kroch (1989).

® There are historical treebanks for some histotarajjuages, e.g. English (Kroch et al. 2004), Lé&amman
et al. 2009), or Greek (Bamman & Crane 2006). Afrarn the very small DDB there is no freely avaitéab
Treebank of historical German (Demske et al. 208gtdbe the Mercurius treebank for ENHG - the taedhis
as yet not published).
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the original data and reimport it into ANNIS. Thentexts are divided into two main
classes: COM for communicative contexts and NAR rfarrative contexts, which are
assigned to the token spans of clauses. The distinis fairly easy to operationalize:
COM contexts contain vocatives, first or secondsperplural verbs or first or second
person personal or possessive pronouns whereas ¢bhfexts convey third person
information:

(4a)

tok daz er durh uns komen ist ] der marter
edition| daz er dwrh unf komen it e der marter
lemma | daz er durch er komen sin e der marter
cont NAR

bib Wellbourn, 19/46,23

that he through us eom is to the rtoe
(MHG subcorpus)

(4b)

tok Lieben . disen tak den hat got selbe geheret unde gewihet
edition| Lieben . difen tak den hat got lelbe geheret vnde gewihet
lemma | liebe . dirre tac der haben got selp héren unde | wihen
cont NAR

bib Mellbourn, 6/21,21

Dear this day isth has god himself honourednd blessed
(MHG subcorpus)

(4c)

tok Daz sUngen die engele
edition| Daz fWrgen die engele
lemma | der singen der engel
cont CO M

bib Mellbourn, 6/21,9

this sang the ngels
(MHG subcorpus)

(4d)

tok Der brunne . da der bach LZran , der
edition| Der brvnne : da der bach wZ |ran , der
lemma| der brunne : da der bach CZrennen , der
cont COM

bib Mellbourm, B6/21,17

the well where the river ran out it
(MHG subcorpus)
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communicative context
® narrative context
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Fig. 4: Preterit and perfect constructions in comizative (grey) and narrative (black) contexts i@l and
ENHG. Frequencies of perfect and preterit tenses expressed in fractions (1.0 means 100% perfect
constructions, 0.0 means 100% preterit construstiper language stage). The sizes of the blobs intgy
relative quantities of the respective contexts.

Normalized frequencies (occurrences per 1000 clus®l.7 preterit tenses and 35.3 perfect tenses in
communicative contexts, 229.7 preterit tenses ahil fierfect tenses in narrative contexts in MHG@réterit
tenses and 62.5 perfect tenses in communicativéexisn 10.4 preterit tenses and 93.8 perfect teirses
narrative contexts in ENHG.

Figure 4 shows that our hypothesis holds. In MHG see that the preterit occurs
significantly more often in the narrative contettisin in the communicative contexts
while the perfect (unexpectedly) occurs in both.

In ENHG there is a massive difference in functionl &igure 4 shows exactly what
we expect: the perfect is the default tense foh lmaintexts. If preterit occurs, it appears
in NAR contexts (there is not a single occurrentereterit in a COM context). ENHG
thus behaves similarly to what we expect of Modaemman, whereas MHG seems to be
quite different from these periods. Our contextolasses do not seem to be able to
explain the distribution of perfect constructionghe older period.
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We therefore need to test a second hypothesislitEhature claims that in earlier stages
of German aspectual distinctions are a relevarggér for preterit and perfect
constructions. Perfect constructions emerged fraesgnt tense constructions which
were reinterpreted and grammaticalized as a requdat tense construction (compare
Grgnvik 1986, Moya 2010). Presumably, the perfeosé has per se had a resultative
reading and later on developed general (including impéife} readings. We want to
test whether aspectual restrictions existed bdfgerfect tense became the default past
tense construction. Following our assumptions weld@xpect that in MHG (where the
preterit is still the unmarked past tense), thefqoeris exclusively used for resultative
readings with relevance to the present contexta(aérect result of the presence of a
present auxiliary, much like the English presenfqut), whereas in ENHG, where the
perfect tense has become the default past tensan ibccur in both resultative and non-
resultative contexts.

To test this hypothesis we again need to add aatation layer (aspect) in which we
assign resultative and non-resultative contextheoMHG and ENHG data and measure
the frequency of perfect and preterit constructiongach context. This is then again
merged into the corpus, allowing for a simultane@earch of each past tense
construction in conjunction with the different cexts. The results of this analysis are
visualized in Figure 5.

® That is to say it emphasizes the ‘successful caopl@f a situation’ (Comrie 1976, 20), implyingeeance
of the state resulting from the verbal action f@ turrent discourse.
ACM Journal of Computing and Cultural Heritage
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resultative context
® non-resultative context

06 0.8 1.0
]

Fraction Perfect
0.4

0.0

| |
Middle High German Early New High German

Language stage

Fig. 5: Preterit and perfect constructions in riedivle (grey) and non-resultative (black) contart$HG and
ENHG. Frequencies of perfect and preterit tenses expressed in fractions (1.0 means 100% perfect
constructions, 0.0 means 100% preterit construstijper language stage). The sizes of the blobs i@y
relative quantities of the respective aspectuateods.

Normalized frequencies (occurrences per 1000 cud66 preterit tenses and 53 perfect tensessirtative
contexts, 258 preterit tenses and 0 perfect teinsesn-resultative contexts in MHG; 24.3 preteeihges and
177.1 perfect tenses in resultative contexts, 8eQept and 6.9 perfect tenses in non-resultativetexts in
FNHG.

In MHG there are no instances of perfect constonstin non-resultative contexts (black
blob is at zero level), although there is a higtioraf non-resultative contexts in the
MHG data (size of the black blob). Non-resultatieadings are never expressed by
perfect tense constructions, which can be regaadeglvidence for our hypothesis that in
MHG the perfect tense (still) has a clear resuéateading.

Figure 5 shows clearly that in ENHG perfect coredtans increase drastically for
both resultative and non-resultative readings, twhieans that the perfect tense becomes
the unmarked past tense construction, taking ow¢h laspectual contexts. The two
different contextual categories, communicativenarrative contexts, and resultative vs.
non-resultative readings, thus complement each athexplaining the division of perfect
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and preterit tenses in MHG and ENHG. None of the factors can explain the
distribution of the two past tense constructionstilymselves, but both contribute to a
complex explanation taken together.

6. CONCLUSION
Historical linguists have been using electronicpooa for several years, but most of the
actual linguistic analysis is still not coded bdoko the corpora to ensure that it is
transparent and reproducible. In this study we fenavn how deeply annotated corpora
can be used in historical linguistics to find tloextual factors responsible for variation
in language change. We have shown that it is ofearessary to make further analyses in
already annotated corpus data to answer certa@ares questions, and that the nature of
these annotations can become clear in the couithe afivestigation itself. For additional
categories to become truly useful, it is necestaigtegrate them into the corpus. These
explicit analyses can be used not only to reproguegious results, but also for further
studies, which can extend the corpus further witieoresearchers’ own annotations.

Using the development and distribution of Germaateait and perfect tenses as a test
case we have shown how this methodology can bezeedalwve extract information from
an initial annotation scheme, export relevant daiag SaltNPepper into an appropriate
format for further annotation in a dedicated tanlthis case EXMARaLDA), then merge
the extended data back into a corpus in stand-dffL Xand finally re-import all
annotations into ANNIS for research and publication

We hope that future research in corpus-based Hatdinguistics will increasingly
make data freely available, and aim to contribotéhe dissemination of relevant tools
and methodologies.
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ANNIS SEARCH QUERIES:
Main verbs or modal verbs in preterit indicativage:
pos=/V(VIM)FIN/ & morph=/.*Past.Ind/ & #1 _=_#2

Link to query B

Perfect constructions with auxiliahaben — to have

cat="S" & tok & lemma=/(haben|eigan)/ & pos="VAFIN& morph=/.*Pres.Ind/ & pos="VVPP" & #1 > #2 &
H2 = H3&H2 = HARH2 = #5&#1>*#6

Link to query

Perfect constructions with auxiliasgin — to be
cat="S" & cat="VP" & tok & lemma=/(wesan|sin|sein/ pos="VAFIN" & morph=/.*Pres.Ind/ &
POS="VVPP" & #1 >#3 & #3 = #4 & #3 = #5&#3= #6 & #1 >[func="OC"| #2 & #2 > #7

Link to query

Preterit/perfect constructions in communicativerative contexts:

tense="PRET" & context="COM" & morph=/.*Ind/ & tok #1 = #2 &#3 = #4 &#1 i_#4

Replace "COM" by "NAR" to formulate the query faamative contexts; replace "PRET" by "PERF" to skar
for perfect constructions instead.

While annotating the communicative and narrativetexts, we also annotated the tense of the respedtiuse

as a span to be able to formulate the query maiyea
Link to query

Preterit/perfect constructions in resultative/nestitative contexts:

tense="PRET" & aspect="RES" & morph=/.*Ind/ & tok &1 _= #2 & #3 =_#4 &#1 _i_#4

Replace "RES" by "NONRES" to formulate the quenyrfon-resultative contexts; replace "PRET" by "PERF
to search for perfect constructions instead.

Link to query
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